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Discourse segmentation is the task of determin-
ing minimal non-overlapping units of discourse
called elementary discourse units (EDUs). It can
be further subdivided into sentence segmentation
and sentence-level discourse segmentation. This
paper addresses the latter, more challenging sub-
task, which takes a sentence and outputs the EDUs
for that particular sentence.

(1) Saturday, he amended his remarks to say that
he would continue to abide by the cease-fire
if the U.S. ends its financial support for the
Contras.

(1a) Saturday, he amended his remarks
(1b) to say
(1c) that he would continue to abide by the
cease-fire
(1d) if the U.S. ends its financial support for
the Contras.

In example (1), a sentence from a Wall Street
Journal article taken from the Penn TreeBank cor-
pus is further segmented into four EDUs, (1a),
(1b), (1c) and (1d) (RST, 2002). Discourse seg-
mentation, clearly, is not as easy as sentence
boundary detection. The lack of consensus with
regards to what constitutes an elementary dis-
course unit adds to the difficulty. Building a rule
based discourse segmenter can be a tedious task
since these rules would have to be based on the un-
derlying grammar of the particular parser that is to
be used. Therefore, we adopted a neural network
model for automatically building a discourse seg-
menter from an underlying corpus of segmented
text. We chose to use part-of-speech tags, syntac-
tic information, discourse cues and punctuation.
Our ultimate goal is to build a discourse parser that
uses this discourse segmenter.

The data that we used to train and test our
discourse segmenter is the RST-DT (RST, 2002)
corpus. The corpus contains 385 Wall Street Jour-
nal articles from the Penn Treebank. The training
set consists of 347 articles for a total of 6132
sentences, whilst the test set contains 38 articles
for a total of 991 sentences. The RST-DT corpus
provides us with pairs of sentences and EDUs. For
the syntactic structure of the sentences, we have
used both the gold standard Penn Treebank data
and syntactic parse trees generated by (Charniak,
2000). As regards the discourse cues, we used a
list of 168 possible discourse markers.

Problem formulation Like (Soricut and Marcu,
2003), we formulate the discourse segmentation
task as a binary classification problem of deciding
whether to insert a segment boundary after each
word in the sentence. Our examples are vectors
that provide information on POS tags, discourse
cues and the syntactic structure of the surrounding
context for each word in the sentence. The
categories that we decided to use in our vector
representation for each example are given in
table 1. We used binary encoding of the values
for each category in order to convert them into
numeric values and compress our data. For all
the 12 categories, we needed a total of 84 bits.
After processing our data we obtained about
140,000 examples (vectors) to train the model.
Each vector also indicated whether a segment
boundary followed that particular word or not.
We used a Multi-Layer Perceptron. The weights
of the network were initialized using a random
uniform distribution. Back-Propagation was used
to update the weights. Each training run was
limited to 50 iterations. We trained both a single
model and a bagged model.
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No. category type
1 Prev. word POS
2 Prev. word Next Label
3 Prev. word Parent
4 Cur. word POS
5 Cur. word Parent
6 Next word POS
7 Next word Next Label
8 Next word Parent
9 Common ancestor CFG Rule

for Cur. word and Next word
10 Cur. word CFG Non-Terminal
11 Next word CFG Non-Terminal
12 Is Next word a Discourse Cue ?

Table 1: Categories used for training the model.

Experiments and Results We evaluate our dis-
course segmenter against the test set of 38 articles
with 991 sentences from the RST-DT corpus. We
compare our results on the RST-DT test set with
that of (Marcu, 2000) and (Soricut and Marcu,
2003). (Soricut and Marcu, 2003) used a proba-
bilistic model (SynDS) and (Marcu, 2000) imple-
mented a decision tree based model (DT). (Sori-
cut and Marcu, 2003) measures the performance
of the segmenter based on the it’s ability to insert
inside-sentence segment boundaries. Table 2 re-
ports the results for the RST-DT test set for four
systems using their metric. NNDS (Neural Net-
work Discourse Segmenter) is our system. NNDS-
B is the bagged model. SynDS is the best reported
system that we are aware of. The results show
that NNDS, a neural network based discourse seg-
menter can perform as well as SynDS. Bagging
the model increases the performance of the seg-
menter. More importantly recall is higher since a
bagged model is less sensitive to overfitting. The
human segmentation performance as reported by
(Soricut and Marcu, 2003) is 98.3% F-Score.

We also compare our system to (Huong et.
al, 2004). (Huong et. al, 2004) is a symbolic
implementation. Unlike (Soricut and Marcu,
2003), they used a flat-bracketing measure to
compute performance. This measure accounts for
both the start and end boundaries of a segment for
precision and recall. They report an F-Score of
80.3% using the Penn TreeBank parsed trees. Our
segmenter using bagging obtains a performace of
84.19% F-Score according to this measure. While
our evaluation is based on the full test set of 38
articles, (Huong et. al, 2004) used only 8 articles
for testing their symbolic segmenter.

System Parse Precision Recall F-Score
Tree

DT - 83.3 77.1 80.1
SynDS C 83.5 82.7 83.1
SynDS T 84.1 85.4 84.7
NNDS C 83.66 80.17 82.03
NNDS T 85.35 83.8 84.56
NNDS - B C 83.94 84.89 84.41
NNDS - B T 85.56 86.6 86.07

Table 2: Performance on the RST-DT corpus.
(Parse Tree: C - Charniak, T - Penn TreeBank)

Conclusion We have presented a connection-
ist approach to automatic discourse segmenta-
tion. Bagging the model yields even better per-
formance. The performance of our discourse seg-
menter is comparable to the best discourse seg-
menter that has been reported. In the future, we
intend to exploit additional features, namely lex-
ical head features from the syntactic parse trees.
We also plan to test our discourse segmenter on
other discourse corpora, where segmentation de-
cisions are based on a different coding scheme to
test how well our model can generalize.
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